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# Mục tiêu

* Tối ưu hóa hiệu suất phân lớp văn bản tiếng Việt thông qua việc tích hợp đặc trưng hình học từ phân tích dữ liệu tô-pô (Topological Data Analysis - TDA) vào biểu diễn ngữ nghĩa của PhoBERT [3].
* Kết hợp kỹ thuật tăng cường dữ liệu với PhoBERT để cải thiện hiệu suất mô hình trong các tình huống dữ liệu hạn chế hoặc không đồng đều.

# Động lực

* PhoBERT đã chứng minh hiệu quả vượt trội trong xử lý ngôn ngữ tiếng Việt nhờ khả năng biểu diễn ngữ nghĩa mạnh mẽ. Tuy nhiên, PhoBERT vẫn bị hạn chế trong việc nắm bắt các thông tin hình học sâu hơn về cấu trúc dữ liệu.
* Phân tích tô-pô có khả năng trích xuất các đặc trưng hình học liên quan đến mối quan hệ giữa các thành phần dữ liệu, bổ sung hiệu quả cho các đặc trưng ngữ nghĩa do PhoBERT cung cấp.
* Việc kết hợp các đặc trưng tô-pô, tăng cường dữ liệu, và PhoBERT sẽ tạo ra một phương pháp toàn diện hơn cho bài toán phân lớp văn bản.

# Phương pháp nghiên cứu

## Trích xuất đặc trưng tô-pô (TDA)

* Sử dụng TDA để phân tích cấu trúc hình học của dữ liệu văn bản, tạo ra các đặc trưng như độ liên thông, chu trình bậc cao từ bản đồ attention của PhoBERT hoặc các biểu diễn ngữ nghĩa khác.
* Kết hợp đặc trưng tô-pô này với biểu diễn ngữ nghĩa từ PhoBERT.

## Huấn luyện mô hình

* Tích hợp đặc trưng tô-pô vào tầng biểu diễn cuối cùng của PhoBERT (hoặc sử dụng như một đầu vào bổ sung).
* Áp dụng phương pháp fine-tuning PhoBERT trên các tập dữ liệu cụ thể, sử dụng thêm các đặc trưng hình học.

## Đánh giá và phân tích

* Sử dụng các chỉ số như Accuracy, F1-score, Precision, và Recall để đánh giá hiệu suất.
* So sánh kết quả với các mô hình cơ bản như PhoBERT không tích hợp TDA, hoặc các mô hình học sâu khác.
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